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modeling “black box” 
★ hydrodynamic models 

from numerical 
simulations including GR, 
neutrino transport, MHD 

★ nucleosynthesis yields of 
ejecta from nuclear 
physics calculations 

★ atomic shell calculations 
and radiative transfer for 
EM light curve

each item may contain 
 considerable uncertainties
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Movie: NS-NS Merger  
(SPH simulation by A. Bauswein)



Prompt / dynamical ejecta

from tidal tails 
-> low Ye 
-> more lanthanides 
-> higher opacity 
-> red Kilonova  
     (if observed independently)

(OJ, Bauswein, Ardevol,  
Goriely, Janka ’15)

(qualitatively consistent  
with works by, e.g., 

Hotokezaka ’13, 
Wanajo+Sekiguchi ’14,’16,  

Radice ’16, Foucart ’16,  
Martin ’18)



Prompt / dynamical ejecta

from tidal tails 
-> low Ye 
-> more lanthanides 
-> higher opacity 
-> red Kilonova  
     (if observed independently)

10-7

10-6

10-5

10-4

10-3

10-2

10-1

100

0 40 80 120 160 200 240

M
as

s f
ra

ct
io

n

A

87% r-rich

10-7

10-6

10-5

10-4

10-3

10-2

10-1

100

0 40 80 120 160 200 240
A

Solar

no e±-captures
no ν-interactions

M
as

s f
ra

ct
io

n

90% r-rich

10-7

10-6

10-5

10-4

10-3

10-2

10-1

100

0 40 80 120 160 200 240
A

88% r-rich

10-7

10-6

10-5

10-4

10-3

10-2

10-1

100

0 40 80 120 160 200 240
A

90% r-rich

10-7

10-6

10-5

10-4

10-3

10-2

10-1

100

0 40 80 120 160 200 240
A

84% r-rich

10-7

10-6

10-5

10-4

10-3

10-2

10-1

100

0 40 80 120 160 200 240
A

76% r-rich

Figure 3. Impact of the neutrino interactions on the abundance distribution after ejection for the same 1.35-
1.35M� NS merger model as in Fig. 2. The upper left panel is obtained without any weak interaction of free
nucleons, the others for five di↵erent values of the antineutrino luminosity L⌫̄e , together with L⌫e = 0.6 1053 erg/s,
hE⌫e i = 12 MeV and hE⌫̄e i = 16 MeV. In each panel, the fraction of A > 69 r-nuclei in the ejected material is
given. See Ref. [12] for more details.

It should be mentioned that our assumption of time-independent (anti)neutrino luminosities can
be questioned, since the neutrino-ejecta interaction is a highly time-dependent problem, where the
relative time between the growth of the neutrino emission and the mass ejection matters. However,
this simple approximation is su�ciently good to demonstrate the impact of neutrino processes on the
time evolution and mass distribution of the electron fraction and the corresponding consequences for
the r-process. A predictive assessment of neutrino e↵ects on the nucleosynthesis in merger ejecta
would also have to take account variations of the neutrino emission with di↵erent directions. Matter
expelled towards the polar directions is exposed to di↵erent neutrino conditions than matter that leaves
the system along equatorial trajectories.

3 Nuclear Physics
R-process nucleosynthesis calculations require a reaction network including about 5000 species from
protons up to Z >⇠ 110 lying between the valley of �-stability and the neutron drip line. All charged-
particle fusion reactions on light and medium-mass elements that play a role when the nuclear statisti-
cal equilibrium freezes out need to be included in addition to radiative neutron captures and photodis-
integrations. On top of these reactions, �-decays as well as �-delayed neutron emission probabilities
and ↵-decay rates need to be taken into account, but also fission processes, including neutron-induced,
spontaneous, �-delayed and photofission, together with the corresponding fission fragment distribu-
tion for all fissioning nuclei. All rates are based on experimental information whenever available,
but since only a extremely small amount of data are known experimentally, theoretical models are
fundamental in providing the various predictions.

For such applications, the necessary ingredients (properties of cold and hot nuclei, nuclear level
densities, optical potentials, �-ray strength functions, fission properties, �-strength functions) should

from collision shock 
-> high Ye 
-> less lanthanides 
-> lower opacity 
-> blue Kilonova 
     (if observed independently)

(Goriely et al ‘15+’18)
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Wanajo+Sekiguchi ’14,’16,  

Radice ’16, Foucart ’16,  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(OJ, Bauswein, Ardevol,  
Goriely, Janka ’15)



(Hyper-) Massive  
Neutron Star

Black Hole –  
Torus System

delayed collapse

NS-BH NS-NS

NS

NS/BH

prompt  
collapse

GW 

Inspiral

Merger

dynamical/prompt ejecta
→ tidal tails 
→ shock-heated

post-merger ejecta
→ neutrino-driven 
→ viscous/MHD driven expansion
→ MHD turbulence

Post-MergerPost-Merger  
Remnant

 Neutron-star mergers: ejecta components



PHYSICS OF POST-MERGER CONFIGURATION
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Post-merger BH-torus remnant

(OJ, Bauswein, Ardevol, Goriely, Janka ’15)

(qualitative agreement with  
Fernandez ’13, Wu ’16, 

Siegel ’18)



time = 50 ms

Post-merger BH-torus remnant

   early phase: ejecta (mainly) driven by neutrino-heating

Ye in ejecta determined by neutrino captures



time = 2 s

Post-merger BH-torus remnant

   later phase: ejecta (mainly) driven by viscosity (turb. ang. mom. tr.)

Ye in ejecta determined by electron/positron captures



Nucleosynthesis yields of BH-torus ejecta
20 O. Just et al.
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Figure 13. Abundance distributions as functions of the atomic
mass for the neutrino-driven and viscous components of the disk
ejecta for tori of 0.1M� (top) and a 0.3M� (bottom). All distri-
butions are normalized so that

P
X = 1. Calculations correspond

to the M3A8m1a5 and M3A8m3a5 models. The dotted circles
show the solar r-abundance distribution (Goriely 1999).

The neutrino-driven and viscous outflow components
identified in Sect. 3.3 are characterized by di↵erent proper-
ties, i.e., the neutrino-driven component exhibits larger aver-
age electron fractions and higher escape velocities (cf. Fig. 9
and Sect. 3.3.3). Consequently, the abundance patterns are
di↵erent with less strong r-processing in the neutrino-driven
ejecta (Fig. 13). In the neutrino-driven wind, the trajectories
with electron fractions Ye <

⇠ 0.35 and with the shortest ex-
pansion timescales can still be responsible for the production
of the heavy r-nuclei with A > 140. In the viscous ejecta, the
average electron fraction is su�ciently lower such that the
third abundance peak is reached for a substantial amount
of outflow trajectories. In all studied cases, the mass of the
neutrino-driven outflow remains small compared to the one
associated with the viscous component (cf. Table 2). The
final, ejected (combined) abundance distribution in the disk
outflows is therefore essentially identical to the viscous com-
ponent. The ejected matter is roughly composed of 80 to
94% of r-process material, the remaining 6 to 20% being
made essentially of 4He.

Sensitivity to global parameters

Figure 14. Abundance distributions as functions of the atomic
mass for three systems with torus masses of Mtorus = 0.03, 0.1
and 0.3M� and a 3M� BH. All distributions are normalized to
the same solar A = 130 abundance. Calculations correspond to
the M3A8m03a5, M3A8m1a5 and M3A8m3a5 models. The dotted
circles show the solar r-abundance distribution (Goriely 1999).

The abundance distributions are found to be only
weakly sensitive to the torus mass, as shown in Fig. 14 for
cases with the same BH mass and spin and the same viscos-
ity. The di↵erences result from the two subtle trends that
the fraction of material with Ye < 0.2 as well as the mean
entropy slightly increase for lower torus masses. As can be
seen in Fig. 15, the abundance distribution is also found to
be only moderately sensitive to the BH mass. The observed
slight trend towards relatively heavier elements for lower BH
masses can be ascribed to the lower mean electron fractions
of the ejecta. In Fig. 16, we compare the abundance distri-
butions obtained with two values of the viscosity parameter
↵vis, both for the type 1 and type 2 prescriptions, as de-
scribed in Sect. 2.2. In general terms, the abundance distri-
bution is quite robust with respect to the viscosity treatment
for the intermediate-mass elements 80 6 A 6 130, while it
is rather sensitive to the viscosity for the A > 130 elements.
We observe that for a higher dynamic viscosity coe�cient
⌘vis a higher relative amount of A > 130 elements is ob-
tained (remembering also that the ⌘vis for the two viscosity
types are related by Eq. 2). This result can be explained by
the fact that a higher dynamic viscosity leads to a smaller
mean electron fraction Ȳe of the ejecta in our models (cf.
Table 2).

Sensitivity to r-process heating feedback
In Fig. 17 we compare the average temperatures as well

as the average heating rates for the models with and with-
out radioactive heating as implemented by the approximate
method described in Sect. 3.1. Correspondingly, in Fig. 18
we compare the abundance distributions for these models.
The variations introduced by such a lowest-order correction
for radioactive heating are only marginal. Besides minor
di↵erences in the abundance distributions, also the total
ejecta masses are hardly a↵ected. With heating Mout in-
creases from 22.1 to 22.4 per cent and from 22.7 to 22.8 per
cent of the original torus mass for models M4A8m3a5 and
M3A8m1a2, respectively (see Table 2). This indicates that
including the radioactive heating in a fully consistent man-
ner is not necessary or at least does not lead to any signifi-

c� 2014 RAS, MNRAS 000, 1–30

viscous outflows: 
-> low Ye 
-> more lanthanides 
-> higher opacity 
-> red Kilonova  
     (if observed independently)

neutrino-driven outflows: 
-> high Ye 
-> less lanthanides 
-> lower opacity 
-> blue Kilonova 
     (if observed independently)

(similar qualitative tendency for  
outflows from a HMNS-torus system,  

e.g. Fujibayashi ’17, Perego ’14)
(OJ, Bauswein, Ardevol, Goriely, Janka ’15)



IMPACT OF NU-NU OSCILLATIONS ON THE  
NEUTRINO-DRIVEN WIND COMPONENT
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FIG. 4: BH–tours remnant properties for model M3A8m3a5 at 20, 35 and 50 ms (from left to right) as functions of x and z
(assuming cylindrical symmetry around the z-axis). First row: Relative ELN, (n⌫e �n⌫̄e)/n⌫e . Second row: Relative ELN flux
density (F z

⌫e � F z
⌫̄e)/F

z
⌫e along the z direction [see Eq. (1) for the definition]. Third row: Local protonization rate dYe/dt. The

reduced protonization rate as the torus evolves and the di↵erent emission geometry of the n⌫e and n⌫̄e surfaces (red and blue
curves) lead to the growing excess of ⌫e compared to ⌫̄e around the z-axis.

driven ejecta). We, therefore, show in Fig. 3 the matter
density ⇢, the temperature T , the degeneracy parameter
µe/T with µe being the electron chemical potential, and
the ELN (⌘ n⌫e �n⌫̄e), as functions of x and z (assuming
cylindrical symmetry) from top to bottom. Each quan-
tity is shown for three selected snapshots at t = 20, 35
and 50 ms (from left to right) to illustrate the evolution
of the torus conditions. The surfaces where ⌫e and ⌫̄e de-
couple are also shown in red and blue, respectively (see
Sec. II C for more details).

As the torus continuously accretes onto the BH, both
T and ⇢ decrease. Consequently, the size of both neu-
trino surfaces shrinks. However, the electron degeneracy
µe/T in the innermost part of the torus increases from
µe/T < 1 to µe/T ⇠ 1 as the torus evolves and neutrino
cooling becomes more e�cient with decreasing optical
depth. This increase of the electron degeneracy 1 leads
to a relatively larger ratio of the electron capture rate
to the positron capture rate. Since most of the neutri-
nos ending up in the polar region are emitted from this
inner region of the torus, this has consequences on the
ELN above the neutrino surfaces. The bottom panels of
Fig. 3 show that, at 20 ms, the whole region above the
torus is characterized by n⌫̄e > n⌫e . The torus gradually
evolves towards a configuration where n⌫e > n⌫̄e in the
polar region at later times. The main reason for having

1
We note that a local increase of the electron degeneracy is not

inconsistent with the previous statement that this quantity glob-

ally (i.e., averaged over the entire torus) decreases.

a ⌫e excess in the polar region is due to a geometrical
e↵ect. As the ⌫e surface with a conical shape is more
extended than the ⌫̄e surface with nearly the same half-
opening angle (Fig. 3), more ⌫e’s are emitted towards
the polar region than ⌫̄e’s from their respective surfaces.
This results in a ⌫e excess when the torus is only slightly
protonizing at later times. Figure 4 provides more in-
sight into this evolutionary e↵ect as a consequence of the
neutrino transport conditions around the torus. As mat-
ter flows towards the BH, it protonizes (dYe/dt > 0) in
all of the near-surface regions of the torus at all times,
while the high-density inner parts have achieved a steady
state condition (dYe/dt ⇡ 0) or neutronize with a very
low rate.

Nevertheless, only at early times all the volume above
the neutrino surfaces is dominated by the number den-
sities and number fluxes of ⌫̄e (Fig. 4, left panels). In
contrast, at later times (t & 25 ms) a growing conical vol-
ume around the rotation axis develops an excess of ⌫e in
number density and number flux. The reason is two-fold:
First, the decreasing rate of protonization with progress-
ing evolution (compare left and right columns of Fig. 4)
near the torus surface reduces the di↵erence between the
overall higher ⌫̄e number flux compared to the ⌫e number
flux, as well as locally at the neutrino surfaces. Second,
the di↵erent emission geometry of the ⌫e and ⌫̄e surfaces
plays an increasingly more important role: Because the
neutrino surface of ⌫e is more extended, it irradiates the
region around the rotation axis from a wider angle than
the ⌫̄e surface does. Both e↵ects combined lead to the
growing excess of ⌫e compared to ⌫̄e around the z-axis.

In the BH-torus model M3A8m3a5, the transition be-

• “fast pairwise flavor conversions” may lead to flavor  
equilibration on length scales of O(10cm)  
(e.g. Sawyer+ 05, 09, 16) 

• our simplified, exploratory study indicates that 
neutrino-driven ejecta may remain more neutron rich 

(Wu, Tamborra, OJ, Janka, 2017PhRvD, 96l3015W)

12

FIG. 10: Final nucleosynthesis outcome shown by mass frac-
tion as a function of the nuclear mass number for the same
three selected trajectories shown in Fig. 9. The cases with
(without) flavor equilibration are plotted with the thick (thin)
lines. Flavor equilibration results in the production of ele-
ments with larger A.

Figure 11 shows the ejecta masses as a function of the
asymptotic Y

asym
e as well as the mass fraction for all the

neutrino driven trajectories shown in the right panel of
Fig. 8 for the cases with and without flavor equilibra-
tion. As evident from the top panel of Fig. 11, the even-
tual occurrence of flavor equipartition greatly changes
the Y

asym
e distribution of the ejecta, from uniformly dis-

tributed in the range Ye 2 [0.35, 0.5] to being peaked
around Ye ⇠ 0.25 with a tail distribution reaching ⇠ 0.5.

The overall production of heavy elements is therefore
shifted from abundance peaks around A ⇠ 80 to A ⇠ 130,
as shown in the bottom panel of Figure 11. In addition,
the production of nuclei above A ⇠ 130 is enhanced by
more than a factor of a thousand 4.

4
Note that for the no-oscillation case, the production of nuclei is

slightly di↵erent with respect to Fig. 13 of [24]. This is due to

the fact that we ignore ejecta with tFO < 10 ms from the torus

in this work, as the torus is still going through an artificially high

⌫e emission for tFO < 10 ms [24]. By including the first 10 ms of

the neutrino driven ejecta, we can indeed reproduce the results in

[24], except for small di↵erences due to di↵erent nuclear physics

inputs.
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FIG. 11: Top panel: Y asym

e distribution with (black thick-
solid) and without (orange thin-dashed) flavor equilibration.
Bottom panel: The corresponding mass fraction X(A) as a
function of mass number A for the whole neutrino-driven
ejecta. Because of flavor conversions, the element production
shifts towards elements with heavier mass number.

Our explorative study suggests that fast pairwise con-
versions may indeed greatly a↵ect the heavy element pro-
duction in the neutrino-driven wind of the merger rem-
nant and strongly justifies further work in this direction.
Particularly, the enhancement on the production of lan-
thanides and the third-peak nuclei can be substantial.
This can potentially lead to interesting observational con-
sequences on the kilonova (macronova) ligthcurve, if the
neutrino-driven wind dominates the polar ejecta. For
example, observations of the kilonova associated to the
GW170817 event suggest blue (high Ye) ejecta in the po-
lar direction. Our results may support the interpretation
that this observation points to a massive NS remnant
that was stable for some time before collapsing to BH
with some delay [77]. In fact, the specific spectrum of
the electromagnetic signal may sensitively depend on the
fraction of lanthanides [78, 79]. If this should be the case,
an increasing number of face-on observations of the kilo-
nova ligthcurves along with theoretical improvements in
the modeling of binary mergers may also be able to put
indirect constraints on fast flavor conversions and neutri-
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BOTH ejecta types can contain 
high-Ye and low-Ye components 

=> observational distinction difficult
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(ASYMMETRIC) NS-NS MERGER

➡ jet is successfully launched, but then dissipates most of its kinetic 
energy into cloud of dynamical ejecta 

➡ choked jet, pair-annihilation NOT powerful enough

(OJ, Obergaulinger, 
Bauswein, Janka ’15)



NS-BH MERGER

➡ no dynamical ejecta in polar regions → jet can expand freely 

➡ but energy still too low to explain majority of sGRBs 
➡ neutrino pair-annihilation not powerful enough to explain sGRBs

(OJ, Obergaulinger, 
Bauswein, Janka ’15)



GW170817/AT2017GFO



GW170817 + EM COUNTERPARTS

➔ Mtot = M1 + M2 ~ 2.74 Msun 

➔ M1/M2 ~ 0.7 - 1 

➔ blue ejecta component with  
<Ye> > 0.25  
M      ~ 0.01-0.03 Msun 

➔ red ejecta component with  
<Ye> < 0.25  
M      ~ 0.01-0.03 Msun 

➔ low-luminosity gamma-ray burst 
with Epeak ~ 100keV 

OPTICAL SPECTRA OF THE FIRST LIGO/VIRGO NEUTRON STAR MERGER 3

Figure 1. Optical spectra of the BNS merger event GW170817. SOAR and Magellan spectra have been binned by a factor 2 for
clarity. The spectra at times . 4.5 d exhibit a clear optical peak that rapidly moves red. After this time, the flux is dominated by
an IR component discussed in Chornock et al. (2017). The UV data from HST (S/N< 1, essentially an upper limit) and Swift

show blanketing at short wavelengths. Inset: blackbody fits. The early spectra are more sharply peaked than blackbody emission,
due to the deficit of blue flux. At later times, the optical data are consistent with the blue tail of a ⇠ 3000 K blackbody peaking in
the near-IR.

Table 1. Log of optical and UV spectra

MJD Phasea Telescope Instrument Camera Grism or Exposure Average Wavelength Resolution
grating time (s) airmass range (Å) (Å)

57984.0 1.5 SOAR GHTS Blue 400-M1 3⇥1200 1.6 4000–8000 6
57985.0 2.5 SOAR GHTS Blue 400-M1 3⇥900 1.6 4000–8000 6
57986.0 3.5 SOAR GHTS Blue 400-M2 3⇥900 1.6 5000–9000 6
57987.0 4.5 SOAR GHTS Red 400-M1 3⇥900 1.6 4000–8000 6
57988.1 5.5 HST STIS NUV/MAMA G230L 2000 — 1600–3200 3
57990.0 7.5 SOAR GHTS Blue 400-M2 3⇥900 1.9 5000–9000 6
57991.0 8.5 Magellan Baade IMACS f2 G300-17.5 2⇥1200 2.0 4300–9300 6
57992.0 9.5 Magellan Baade IMACS f2 G300-17.5 2⇥1350 2.1 4300–9300 6

a Phase in rest-frame days relative to GW signal.

well fit by a low-order polynomial. Wavelength calibration
was performed by comparison lamp spectra, while flux cali-
bration was achieved using standard star observations on each
night. The final calibrations were scaled to match DECam
photometry observed at the same time (Cowperthwaite et al.
2017). The spectra were corrected for a Milky Way extinc-
tion E(B - V ) = 0.1053, using the dust maps of Schlafly &
Finkbeiner (2011), and cosmological redshift. We assume that
extinction in NGC 4993 is negligible, based on modelling by
Blanchard et al. (2017a).

We additionally obtained one epoch of UV spectroscopy
through Director’s Discretionary Time with the Hubble Space

Telescope using the Space Telescope Imaging Spectrograph
(STIS) with the NUV/MAMA detector and broad G230L
grating, covering ⇠ 1500–3000 Å2. Acquisition imaging was
carried out using the clear CCD50 filter. The transient is de-
tected clearly in a pair of 90 s CCD50 exposures. However,
no trace is visible in the UV spectrum, indicating that the
source is extremely UV-faint. In an effort to use all avail-

2 Program GO/DD 15382, P.I. Nicholl

( Nicholl+’17)

( Tanaka+’17)

4 Publications of the Astronomical Society of Japan, (2014), Vol. 00, No. 0
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Fig. 2. Optical and near-infrared light curves of SSS17a compared with kilonova models with (left) Ye = 0.10 − 0.40 and (right) Ye = 0.25. The optical and

near-infrared data are taken from Utsumi et al. (2017). For the observed data, the line of sight extinction of E(B − V) = 0.1 mag has been corrected. All the

magnitudes are given in AB magnitudes.

ple power-law form (r−3) from v = 0.05c to 0.2c, which
gives the average velocity of ⟨v⟩ = 0.1c, as a representa-
tive case (Metzger et al. 2010; Metzger 2017). We test three
different element abundances, which approximate the dy-
namical ejecta and post-merger ejecta. The first case de-
picts the abundances in the dynamical ejecta. Numerical
relativity simulations of NS mergers predict wide ranges
of Ye in the dynamical ejecta (Sekiguchi et al. 2015, 2016;
Radice et al. 2016; Foucart et al. 2016), which results in a
wide elemental distribution from Z ∼ 30 to 100. Such el-
ement abundances are shown in the orange line in Figure
1, which are calculated by assuming a flat Ye distribution
from 0.10 to 0.40 (Wanajo et al. 2014). The second and
third cases are for the post-merger ejecta. Since the ele-
ment abundances are subject to uncertainties, we approx-
imately take two representative values of Ye: high Ye (Ye

= 0.30, blue line) and medium Ye (Ye = 0.25, green line).
The high Ye model is completely lanthanide-free while the
medium Ye model contains a small fraction of lanthanide
elements. For all the models in this paper, the element dis-
tribution in the ejecta is assumed to be spatially homoge-
neous. Validity of this assumption is discussed in Section
4.

3 Results

The left panel of Figure 2 compares the observed light
curves of SSS17a (Utsumi et al. 2017) and the model with
Ye = 0.10 − 0.40 (the dynamical ejecta model). We find
that the ejecta mass of 0.03 M⊙ reasonably reproduces
the near-infrared brightness near the peak. However, the
calculated optical light curves are systematically fainter
than the observations by 1.0-1.5 mag at the initial phases
(t < 2 days). This is due to high optical opacities of lan-
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Fig. 3. Time evolution of optical and near-infrared spectral energy distribu-

tion of SSS17a compared with three models. The observational data are

taken from Utsumi et al. (2017). All of the three models assume the same

ejecta mass (0.03M⊙) and the same average velocity (⟨v⟩ = 0.1c). Orange

curves show the model of the dynamical ejecta (Ye = 0.10-0.40) while blue

and green curves show the models with the elemental abundances calcu-

lated with high Ye (Ye = 0.30) and medium Ye (Ye = 0.25), respectively.

Figure 4: | Spectroscopic data and model fits a: Spectroscopic data from +1.4 to +4.4 days after

discovery, showing the fast evolution of the SED. The points are coeval UgrizJHK photometry. b: Com-

parison of the +1.4 day spectrum with a TARDIS spectral model that includes Cs I and Te I [see text].

Thin vetical lines indicate the positions of spectral lines blueshifted by 0.2 c, corresponding to the photo-

spheric velocity of the model (the adopted black-body continuum model is also shown for reference). c: The

Xshooter spectrum at +2.4 days, also shows Cs I and Te I lines that are consistent with the broad features

observed in the optical and near infra-red (here, the lines are indicated at velocities of 0.13 c and we include

additional, longer wavelength transitions to supplement those in B.).
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( Smartt+’17)

Figure 2. Timeline of the discovery of GW170817, GRB 170817A, SSS17a/AT 2017gfo, and the follow-up observations are shown by messenger and wavelength
relative to the time tc of the gravitational-wave event. Two types of information are shown for each band/messenger. First, the shaded dashes represent the times when
information was reported in a GCN Circular. The names of the relevant instruments, facilities, or observing teams are collected at the beginning of the row. Second,
representative observations (see Table 1) in each band are shown as solid circles with their areas approximately scaled by brightness; the solid lines indicate when the
source was detectable by at least one telescope. Magnification insets give a picture of the first detections in the gravitational-wave, gamma-ray, optical, X-ray, and
radio bands. They are respectively illustrated by the combined spectrogram of the signals received by LIGO-Hanford and LIGO-Livingston (see Section 2.1), the
Fermi-GBM and INTEGRAL/SPI-ACS lightcurves matched in time resolution and phase (see Section 2.2), 1 5×1 5 postage stamps extracted from the initial six
observations of SSS17a/AT 2017gfo and four early spectra taken with the SALT (at tc+1.2 days; Buckley et al. 2017; McCully et al. 2017b), ESO-NTT (at
tc+1.4 days; Smartt et al. 2017), the SOAR 4 m telescope (at tc+1.4 days; Nicholl et al. 2017d), and ESO-VLT-XShooter (at tc+2.4 days; Smartt et al. 2017) as
described in Section 2.3, and the first X-ray and radio detections of the same source by Chandra (see Section 3.3) and JVLA (see Section 3.4). In order to show
representative spectral energy distributions, each spectrum is normalized to its maximum and shifted arbitrarily along the linear y-axis (no absolute scale). The high
background in the SALT spectrum below 4500Å prevents the identification of spectral features in this band (for details McCully et al. 2017b).
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➔ Mtot = M1 + M2 ~ 2.74 Msun 

➔ M1/M2 ~ 0.7 - 1 

➔ blue ejecta component with  
<Ye> > 0.25  
M      ~ 0.01-0.03 Msun 

➔ red ejecta component with  
<Ye> < 0.25  
M      ~ 0.01-0.03 Msun 

➔ low-luminosity gamma-ray burst 
with Epeak ~ 100keV 

shock-heated dynamical ejecta and/or 
neutrino-processed ejecta launched 
from a HMNS remnant? High mass and 
velocity still enigmatic…

dynamical ejecta launched during 
merger or viscous ejecta from  
the remnant?

shock breakout emission or cocoon 
emission from structured jet. High Epeak still 
puzzling…

GW170817 + EM COUNTERPARTS

➜ many studies on interpretation of EM 
signals, e.g., Kasen ’18, Shibata ’18, Metzger 
’18, Mooley '18, Gottlieb ’18, Bromberg ‘18, 
MacFadyen ’18, …

➜ major open questions remain…better models needed



DELAYED COLLAPSE IS VERY LIKELY FOR GW170817:  
IMPLICATION FOR NUCLEAR EOS

 
R16 > 10.3 km               R16 > 10.7 km  
Rmax > 9.3 km               Rmax > 9.6 km

4 Bauswein et al.

Figure 1 (right panel) displays Mthres(Mmax; Rmax)
for di↵erent chosen Rmax (solid lines). The di↵erent
sequences for fixed Rmax are constrained by causality
(Koranda et al. 1997; Lattimer & Prakash 2016) requir-
ing

Mmax  1

2.82

c2Rmax

G
(5)

and with Eq. (3)

Mthres � 1.23 Mmax. (6)

The lower bound of Mthres given by the measured total
mass of GW170817 is shown as dark blue band. The
radius Rmax of the nonrotating maximum-mass NS is
thus constrained to be larger than 9.26+0.17

�0.03 km.
Instead of using Eq. (1) it may be more realistic to

assume that the remnant was stable for at least 10 mil-
liseconds to yield the observed ejecta properties (high
masses, blue component) (Margalit & Metzger 2017;
Nicholl et al. 2017; Cowperthwaite et al. 2017). In this
case our numerical simulations suggest that Mthres �
Mtot � 0.1 M�. This strengthens the radius constrainst
to R1.6 � 10.68+0.15

�0.04 km and Rmax � 9.60+0.14
�0.03 km.

Figure 2 shows these radius constraints overlaid on
mass-radius relations of di↵erent EoSs available in the
literature. Our new radius constraints for R1.6 and Rmax

derived from GW170817 exclude EoS models describing
very soft nuclear matter.
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R [km]

0.5

1.0

1.5

2.0

2.5

3.0

M
[M

�
]

excluded

excluded

Figure 2. Mass-radius relations of di↵erent EoSs with
very conservative (red area) and “realistic” (cyan area) con-
straints of this work for R1.6 and Rmax. Horizontal lines
display the lower bound on Mmax by Antoniadis & et al.
(2013). The dashed line shows the causality limit.

3.3. Discussion: robustness and errors

We took an overall conservative approach in this first
study. Future refinements may strengthen these con-
straints. Our way of inferring NS radii is particularly
appealing and robust because it only relies on (1) a
well measured quantity (total binary mass with reli-
able error bars), (2) a single verifiable empirical relation
(Eqs. (2) or (3)) derived from simulations, and (3) a
clearly defined working hypothesis (delayed/no collapse
of the merger remnant). All assumptions can be fur-
ther substantiated and refined by more advanced models
and future observations, and error bars can be robustly
quantified.

(1) Mass measurement: The total binary mass can
be measured with good accuracy and the error bars are
given with high confidence. We fully propagate the error
through our analysis using the the low-spin prior results
of Abbott et al. (2017). If GW170817 was an asymmet-
ric merger as tentatively suggested by the high ejecta
mass, the true Mtot lies at the upper bound of the error
band and our radius constraints become stronger.

(2) Accuracy of empirical relations for Mthres: The
empirical relations (Eqs. (2) and (3)) are inferred from
hydrodynamical simulations (see Bauswein et al. (2013a,
2016); Bauswein & Stergioulas (2017)) and carry a sys-
tematic error1 and an intrinsic scatter (stemming from
the sample of candidate EoSs, which do not perfectly
fulfill the analytic fit). Mthres has been numerically de-
termined with a precision of ±0.05 M�. The deviations
between the fits and numerical data are on average less
than 0.03 M� and at most 0.075 M�

2. We do not in-
clude this uncertainty in our error analysis because the
numerically determined Mthres of all tested microphysi-
cal candidate EoSs is significantly smaller than the max-
imum of the Mthres(Mmax) sequence for the radius given
by the respective EoS3. Recall that the maxima of the

1 The simulations for determining Mthres and the corresponding
fits employ a conformally flat spatial metric in combination with
a GW backreaction scheme (Oechslin et al. 2007; Bauswein et al.
2013a), which results in a slightly decelerated inspiral (compared
to fully relativistic calculations) and thus leads to a slight over-
estimation of Mthres by ⇠ 0.05 M�. We will quantify this e↵ect
in future work and emphasize that a small overestimation implies
that our radius constraints are conservative.

2 We computed Mthres for six additional EoSs not included
in Bauswein et al. (2013a) to verify this accuracy in particular for
EoS models yielding relatively small NS radii.

3 Within our sample of 17 candidate EoSs the true Mthres

is on average 0.17 M� (0.14 M� for the Rmax sequence) be-
low the maximum Mup

thres of the Mthres(Mmax, R) relation, which
well justifies to neglect the scatter in Eqs. (2) and (3). Three
EoSs (eosAU, WFF1, LS375) are relatively close to the maximum
(⇠ 0.02 M� below Mup

thres). However, these EoS models become
acausal (vsound > c), i.e. unrealistically sti↵, at densities of high-

very conservative constraint 
assuming HMNS lifetime > 0 ms 

  

conservative constraint 
assuming HMNS lifetime > 10 ms 

  

(Bauswein, OJ, Janka, Stergioulas, 2017ApJ, 850L, 34B)

(also several other EOS 
studies, e.g., Margalit+ ’17, 

Rezzolla+ ’17, Ruiz+ ’17, 
Radice+ ’17)



CCSN EXPLOSION MECHANISM: 
CODE COMPARISON



WHY CODE COMPARISONS?
Approximate neutrino transport schemes: 
• local cooling schemes 
• neutrino-leakage schemes 
• Flux-limited diffusion 
• M1 
• Ray-by-Ray approximation 
• …

Boltzmann-solvers: 
• discrete ordinate method 
• Monte Carlo 
• tangent-ray scheme (only Ray-by-Ray) 
• …

+ computationally efficient 
+ possible to explore larger parameter 

space 
+ accuracy may be sufficient for many 

questions 

+ potentially most accurate 

+ provide reference solutions for 
approximate methods

- potentially large uncertainties 

- impact of each approximation must be 
tested individually for each application

- affordable resolution limited, impact not 
well known 

- small number of available models: cross-
comparisons and parameter exploration 
unfeasible

😄

😄

😄
😄

😄

😩

😩

😩

😩

➡ cross-comparisons invaluable to assess reliability of 
final conclusions 

➡ particular challenges in multi-D comparisons: high 
computational costs per simulation, turbulence, 
resolution, stochasticity…



(20 Msun model, simulated with “ALCAR” code,  
M1 approximation, with ray-by-ray+) 

Aims: 
• compare M1-RbR (ALCAR) 

with Boltzmann-RbR 
(VERTEX) 

• compare M1-RbR with 
unconstrained M1 

• test other common 
approximations used for 
neutrino transport

COMPARISON STUDY IN 2D
(OJ, Bollig, Janka et al, ’18) 



ALCAR VS VERTEX VS RBR+: S20 MODEL
16 Just et al.
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models compares the RbR+ cases with Alcar and Vertex to the reference 2D model s20-ref1. Lines with enhanced thickness but same
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using running averages of 10ms.
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ALCAR (RbR)

VERTEX (RbR)

shock radii

gain radii

ALCAR

only differ by initial 
perturbation pattern!!!

☛ good agreement between ALCAR and VERTEX with RbR  

☛ RbR causes stronger linear sloshing = earlier explosions 

☛ large stochastic scatter of explosion times
(OJ, Bollig, Janka et al, ’18) 



WHAT ABOUT IMPACT OF RBR IN 3D?

6

approximation. To assess the influence of grid resolu-
tion, we varied the number of radial and angular grid
zones (the labels of our simulations contain the num-
ber of angular grid zones, see Section 2 and Table 1).
For the s20 progenitor model, we also varied the type
of the polar grid. Besides uniform angular cell spacing
(labeled “uni”), coarser resolution at the poles (labeled
“pol” and copying the lateral grid structure applied to
3D simulations to alleviate time step constraints) was
tested. Moreover, we performed one simulation on a po-
lar grid with coarser resolution at the equator (labeled
“equ”). Except for using di↵erent neutrino-transport
methods and the aforementioned grid parameters, all
physical and numerical inputs are identical in our simu-
lations.

We present an overview of all 2D simulations for the
s20 progenitor model in Figure 3. The top panel shows
the temporal evolution of the angle-averaged shock radii
Rs, which indicate successful shock revival for two of
the RbR+ simulations between 400 ms and 500 ms af-
ter core-bounce. In these simulations, shock revival oc-
curs shortly after the Si/Si-O interface falls through the
shock, leading to a significant drop in the mass accre-
tion rate at ⇠ 200 ms (compare Figure 2). As the central
panel of Figure 3 shows, successful shock revival is ac-
companied by a drop in the neutrino luminosities, which
is a direct consequence of the reduced mass accretion
onto the neutron star. We define the luminosity L⌫ for
any neutrino species ⌫ at a radius r in the co-moving
frame of the stellar fluid by

L⌫ = r2
Z

F r
⌫ d" d⌦. (2)

In contrast, non-exploding models exhibit almost con-
stant neutrino luminosities after 200 ms post bounce
(p.b.) because of continuing mass accretion. From the
evolution of the shock radii we also conclude that none
of the 2D simulations with FMD neutrino transport re-
sults in an explosion until at least 700 ms after bounce.

As already argued by Dolence et al. (2015) and Skin-
ner et al. (2016), this discrepancy between 2D simula-
tions with RbR+ and FMD neutrino transport may be
explained by a stronger feedback between the neutrino
field and the axial sloshing of the SASI in the case of
the RbR+ approximation. For this reason, we analyzed
the time-dependent neutrino-heating rates at the poles,
and we found deviations from the angle-averaged val-
ues to be significantly larger in RbR+ simulations. We
will come back to a discussion of this behavior in our
comparison between di↵erences of 2D and 3D heating
rates (see Section 4.1). This analysis confirms that in
2D simulations with strong SASI sloshing along the axis,
the RbR+ approximation can amplify local variations at
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Figure 3. Comparison of 2D simulations of the s20 pro-
genitor model. We show, as functions of the time after
bounce, the angle-averaged shock radii Rs, gain radii Rg,
and neutron-star radii Rns (all in the top panel; see la-
bels), the neutrino luminosities L⌫ (central panel) for ⌫e,
⌫̄e, and ⌫x (see labels), and the ratios of advection to heat-
ing timescales ⌧adv/⌧heat (bottom panel). The neutrino lu-
minosities are evaluated at a radius of r = 400 km in the
co-moving frame of the stellar fluid. The simulations di↵er
in the neutrino-transport scheme (line style), and in the grid
type and resolution (line color), see legend and Table 1 for
an overview. Note that the neutrino luminosities and the
ratios of advection to heating timescales were smoothed by
running averages of 5 ms, and that some lines were shifted
vertically to facilitate readability of the plot. These lines are
marked with labels indicating the number by which they are
shifted in units of the ordinate.

the poles and, therefore, may lead to conditions that are
more beneficial for shock revival than corresponding re-
sults with an FMD neutrino-transport scheme.

In addition to discrepancies between 2D simulations
with RbR+ and FMD neutrino transport, we find fur-
ther di↵erences in dependence on the polar grid. As
the top panel of Figure 3 shows, we find successful
shock revival only for RbR+ simulations with high an-
gular grid resolution at the poles (labels “uni/80” and
“equ/80”). In contrast, simulations that were performed
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ner et al. (2016), this discrepancy between 2D simula-
tions with RbR+ and FMD neutrino transport may be
explained by a stronger feedback between the neutrino
field and the axial sloshing of the SASI in the case of
the RbR+ approximation. For this reason, we analyzed
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ues to be significantly larger in RbR+ simulations. We
will come back to a discussion of this behavior in our
comparison between di↵erences of 2D and 3D heating
rates (see Section 4.1). This analysis confirms that in
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genitor model. We show, as functions of the time after
bounce, the angle-averaged shock radii Rs, gain radii Rg,
and neutron-star radii Rns (all in the top panel; see la-
bels), the neutrino luminosities L⌫ (central panel) for ⌫e,
⌫̄e, and ⌫x (see labels), and the ratios of advection to heat-
ing timescales ⌧adv/⌧heat (bottom panel). The neutrino lu-
minosities are evaluated at a radius of r = 400 km in the
co-moving frame of the stellar fluid. The simulations di↵er
in the neutrino-transport scheme (line style), and in the grid
type and resolution (line color), see legend and Table 1 for
an overview. Note that the neutrino luminosities and the
ratios of advection to heating timescales were smoothed by
running averages of 5 ms, and that some lines were shifted
vertically to facilitate readability of the plot. These lines are
marked with labels indicating the number by which they are
shifted in units of the ordinate.

the poles and, therefore, may lead to conditions that are
more beneficial for shock revival than corresponding re-
sults with an FMD neutrino-transport scheme.

In addition to discrepancies between 2D simulations
with RbR+ and FMD neutrino transport, we find fur-
ther di↵erences in dependence on the polar grid. As
the top panel of Figure 3 shows, we find successful
shock revival only for RbR+ simulations with high an-
gular grid resolution at the poles (labels “uni/80” and
“equ/80”). In contrast, simulations that were performed
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Figure 4. Lateral kinetic energies Ekin,✓(r) for three
di↵erent 2D RbR+ simulations of the s20 progenitor
model. We show Ekin,✓(r), averaged over a time interval
t 2 [300 ms, 350 ms], as functions of radius r. The total lat-
eral kinetic energies (dashed lines) are obtained by integrat-
ing the kinetic energy over spherical shells at each radius r
(see Equation (8)). For polar kinetic energies (solid lines),
the shell integral includes only regions close to the poles with
polar angles ✓ 2 [0, 10�] and ✓ 2 [170�, 180�]. To facilitate
comparison, the polar energies are rescaled by the ratio of
the total shell volume to the polar volume at each radius. No-
tice that the radial grids of all three simulations are identical,
so we can compare integrals over radial shells in a straight-
forward manner.

to polar volume at each radius. Figure 4 shows the
lateral kinetic energies averaged over the time interval
t 2 [300 ms, 350 ms], which corresponds to the phase of
violent turbulent motions in the gain layer shortly before
exploding models exhibit shock runaway. In the region
behind the shock, i.e. between 120 km and 220 km, the
polar kinetic energies are significantly suppressed in the
simulation with coarser polar grid resolution (“pol/80”,
solid blue line), when compared to the other two simula-
tions (solid orange and green lines), but also when com-
pared to the total kinetic energy (dashed blue line). For
simulations with high polar resolution (“equ/80” and
“uni/80”), the polar energies exceed the total energies
(dashed orange and green lines) for radii between 170 km
and 220 km.

Since all of our successful explosions of the s20 progen-
itor model in 2D are driven by strong SASI sloshing mo-
tions in polar directions, we suspect that in simulations
with coarser angular resolution at the poles the sup-
pression of turbulent motions leads to conditions that
are less favorable for a successful explosion because of
weaker turbulent e↵ects (see, e.g., Murphy et al. 2013;
Müller & Janka 2015; Radice et al. 2016; Mabanta &
Murphy 2018) in particular around the grid axis. For
2D simulations of the s20 model, this su�ces to turn a
successful explosion into a failed one.
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Figure 5. Comparison of 2D simulations of the s9.0 pro-
genitor model. Similarly to Figure 3, we show, as functions
of the time after bounce, the angle-averaged shock radii Rs,
gain radii Rg, and neutron-star radii Rns (all in the top panel;
see labels), and the neutrino luminosities L⌫ (bottom panel)
for ⌫e, ⌫̄e, and ⌫x (see labels). The neutrino luminosities are
evaluated at a radius of r = 400 km in the co-moving frame
of the stellar fluid. We di↵erentiate the 2D simulations of the
s9.0 model by color (see legend). Note that the luminosities
were smoothed by running averages of 5 ms, and some lines
were shifted vertically to facilitate readability of the plot.
These lines are marked with labels indicating the number by
which they are shifted in units of the ordinate.

In order to compare simulations with the RbR+ ap-
proximation and FMD neutrino transport in the case of
successful CCSN explosions, we chose the low-mass iron-
core progenitor star s9.0 for our second set of 2D and
3D simulations (compare Radice et al. 2017 and Just et
al. 2018, who found explosions for the s9.0 model in 2D
simulations with FMD neutrino transport). For the 2D
simulations of the s9.0 model, we restricted ourselves
to the polar grids that we use in our 3D simulations
(“pol/40” and “pol/80”).

In Figure 5 we present an overview of all 2D sim-
ulations of the s9.0 progenitor model. As the tem-
poral evolution of the angle-averaged shock radii (top
panel) shows, all simulations exhibit shock revival within
300 ms to 400 ms after core-bounce. Apart from stochas-
tic fluctuations, we find only minor di↵erences in the
evolution of the shock radii and perfect agreement for
gain radii and neutron-star radii. Simulations with low
grid resolution and with the RbR+ approximation tend
to exhibit slightly larger shock radii, when compared to
simulations with high resolution and with FMD trans-
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are less favorable for a successful explosion because of
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of the stellar fluid. We di↵erentiate the 2D simulations of the
s9.0 model by color (see legend). Note that the luminosities
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These lines are marked with labels indicating the number by
which they are shifted in units of the ordinate.

In order to compare simulations with the RbR+ ap-
proximation and FMD neutrino transport in the case of
successful CCSN explosions, we chose the low-mass iron-
core progenitor star s9.0 for our second set of 2D and
3D simulations (compare Radice et al. 2017 and Just et
al. 2018, who found explosions for the s9.0 model in 2D
simulations with FMD neutrino transport). For the 2D
simulations of the s9.0 model, we restricted ourselves
to the polar grids that we use in our 3D simulations
(“pol/40” and “pol/80”).

In Figure 5 we present an overview of all 2D sim-
ulations of the s9.0 progenitor model. As the tem-
poral evolution of the angle-averaged shock radii (top
panel) shows, all simulations exhibit shock revival within
300 ms to 400 ms after core-bounce. Apart from stochas-
tic fluctuations, we find only minor di↵erences in the
evolution of the shock radii and perfect agreement for
gain radii and neutron-star radii. Simulations with low
grid resolution and with the RbR+ approximation tend
to exhibit slightly larger shock radii, when compared to
simulations with high resolution and with FMD trans-

(Glas, OJ, Janka, Obergaulinger 2019, all simulations using ALCAR code) 

10

40
60
80

100
120
140
160

R
s,

R
g
,R

n
s
[k

m
]

Rs

Rg

Rns

s20 3D

Figure 6. Overview of all 3D simulations of the s20 pro-
genitor model. Shown are, as functions of the time after
bounce, the angle-averaged shock radii Rs (solid lines), av-
erage gain radii Rg (dashed lines), and neutron-star radii
Rns (dotted lines; all in the first panel), the ratios of ad-
vection to heating timescales ⌧adv/⌧heat (second panel), the
non-radial kinetic energies in the gain layer Eg

kin,✓,� (third
panel), the � parameters (fourth panel), and the dipole mo-
ments of the angle-dependent shock radii Rl=1

s , normalized
to corresponding values of the monopole moments Rs (fifth
panel). The di↵erent line colors correspond to low- (su�xes
“L”) and high-resolution (su�xes “H”) simulations with ei-
ther the FMD neutrino-transport scheme or the RbR+ ap-
proximation (see legend in the bottom panel). Note that �
and Rl=1

s were smoothed by running averages of 5 ms.

ably smaller di↵erences between RbR+ and FMD than
in the low-resolution cases.

In addition to the aforementioned di↵erences be-
tween simulations with RbR+ and FMD, we find
the high-resolution simulations to exhibit larger shock
radii (ca. 10 km di↵erence) between 100 ms and 220 ms
after bounce, when compared to the low-resolution
cases. Consequently, the masses in the gain layer and,
therefore, the advection timescales are larger in high-
resolution simulations, leading to higher timescale ra-
tios in these cases. These di↵erences between low- and
high-resolution simulations are caused by hydrodynamic
instabilities in the post-shock region, which are slightly
stronger and, thus, push the shock further outward in
the high-resolution simulations. This can be seen from
the third panel of Figure 6, which shows the non-radial
kinetic energies in the gain layer, Eg

kin,✓,�, as functions
of the time after bounce. We calculate Eg

kin,✓,� by the

volume integral1

Eg
kin,✓,� =

Z

Vgain

⇢

 
v2✓ + v2�

2

!
dV, (9)

with polar and azimuthal velocity components v✓ and
v�, respectively. The high-resolution simulations exhibit
a slightly earlier rise and larger values of the lateral ki-
netic energies until 200 ms p.b., after which they start
oscillating in all simulations in a similar manner as the
angle-averaged shock radii.

A possible explanation for the di↵erent behavior be-
tween low- and high-resolution simulations in these first
200 ms is provided by Fernández & Thompson (2009),
who show that higher (radial) grid resolution is benefi-
cial for the growth of SASI, and results from 3D CCSN
simulations by Fernández (2015) reveal higher kinetic
energies in the gain layer for simulations with higher
angular resolution (see Figure 7d there). In order to as-
sess the evolution of hydrodynamic instabilities in the
post-shock layer in more detail and, in particular, to
distinguish between SASI-dominated and convection-
dominated phases in our simulations, we analyze two
additional diagnostic quantities.

First, we consider the � parameter (Foglizzo et al.
2006), which provides information about the conditions
for the growth of convection in the post-shock layer. Fa-
vorable conditions arise when buoyant mass motions can
set in faster than seed perturbation get advected out of
the gain layer, i.e., when the timescale for the growth of

1 Note that Equations (8) and (9) define two di↵erent types
of lateral kinetic energies. Equation (8) (see Section 3) defines
Ekin,✓(r) for radial shells, whereas Equation (9) defines Eg

kin,✓,�
for the whole gain layer.

10

0 100 200 300 400 500 600 700
time after bounce [ms]

0

Figure 6. Overview of all 3D simulations of the s20 pro-
genitor model. Shown are, as functions of the time after
bounce, the angle-averaged shock radii Rs (solid lines), av-
erage gain radii Rg (dashed lines), and neutron-star radii
Rns (dotted lines; all in the first panel), the ratios of ad-
vection to heating timescales ⌧adv/⌧heat (second panel), the
non-radial kinetic energies in the gain layer Eg

kin,✓,� (third
panel), the � parameters (fourth panel), and the dipole mo-
ments of the angle-dependent shock radii Rl=1

s , normalized
to corresponding values of the monopole moments Rs (fifth
panel). The di↵erent line colors correspond to low- (su�xes
“L”) and high-resolution (su�xes “H”) simulations with ei-
ther the FMD neutrino-transport scheme or the RbR+ ap-
proximation (see legend in the bottom panel). Note that �
and Rl=1

s were smoothed by running averages of 5 ms.

ably smaller di↵erences between RbR+ and FMD than
in the low-resolution cases.

In addition to the aforementioned di↵erences be-
tween simulations with RbR+ and FMD, we find
the high-resolution simulations to exhibit larger shock
radii (ca. 10 km di↵erence) between 100 ms and 220 ms
after bounce, when compared to the low-resolution
cases. Consequently, the masses in the gain layer and,
therefore, the advection timescales are larger in high-
resolution simulations, leading to higher timescale ra-
tios in these cases. These di↵erences between low- and
high-resolution simulations are caused by hydrodynamic
instabilities in the post-shock region, which are slightly
stronger and, thus, push the shock further outward in
the high-resolution simulations. This can be seen from
the third panel of Figure 6, which shows the non-radial
kinetic energies in the gain layer, Eg

kin,✓,�, as functions
of the time after bounce. We calculate Eg

kin,✓,� by the

volume integral1

Eg
kin,✓,� =

Z

Vgain

⇢

 
v2✓ + v2�

2

!
dV, (9)

with polar and azimuthal velocity components v✓ and
v�, respectively. The high-resolution simulations exhibit
a slightly earlier rise and larger values of the lateral ki-
netic energies until 200 ms p.b., after which they start
oscillating in all simulations in a similar manner as the
angle-averaged shock radii.

A possible explanation for the di↵erent behavior be-
tween low- and high-resolution simulations in these first
200 ms is provided by Fernández & Thompson (2009),
who show that higher (radial) grid resolution is benefi-
cial for the growth of SASI, and results from 3D CCSN
simulations by Fernández (2015) reveal higher kinetic
energies in the gain layer for simulations with higher
angular resolution (see Figure 7d there). In order to as-
sess the evolution of hydrodynamic instabilities in the
post-shock layer in more detail and, in particular, to
distinguish between SASI-dominated and convection-
dominated phases in our simulations, we analyze two
additional diagnostic quantities.

First, we consider the � parameter (Foglizzo et al.
2006), which provides information about the conditions
for the growth of convection in the post-shock layer. Fa-
vorable conditions arise when buoyant mass motions can
set in faster than seed perturbation get advected out of
the gain layer, i.e., when the timescale for the growth of

1 Note that Equations (8) and (9) define two di↵erent types
of lateral kinetic energies. Equation (8) (see Section 3) defines
Ekin,✓(r) for radial shells, whereas Equation (9) defines Eg

kin,✓,�
for the whole gain layer.
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Figure 13. Overview of all 3D simulations of the s9.0 pro-
genitor model. Shown are, as functions of the time after
bounce, the angle-averaged shock radii Rs (solid lines), gain
radii Rg (dashed lines), and neutron-star radii Rns (dotted
lines; all in the first panel), the ratios of advection to heat-
ing timescale ⌧adv/⌧heat (second panel), the non-radial ki-
netic energies in the gain layer Eg

kin,✓,� (third panel), the
� parameters (fourth panel), and the dipole moments of
the angle-dependent shock radii Rl=1

s , normalized to corre-
sponding values of the monopole moments Rs (fifth panel).
The di↵erent line colors correspond to low- (su�x “L”) and
high-resolution (su�x “H”) simulations with either the FMD
neutrino-transport scheme or the RbR+ approximation (see
legend in the bottom panel).

Figure 14. Neutrino luminosities L⌫ (top panel) and neu-
trino mean energies h"⌫i (bottom panel) as functions of the
time after bounce for all 3D simulations of the s9.0 progeni-
tor model. Luminosities and mean energies are measured at
a radius of r = 400 km in the co-moving frame of the stellar
fluid. Di↵erent line styles show electron neutrinos ⌫e (solid
lines), electron antineutrinos ⌫̄e (dashed lines) and heavy lep-
ton neutrinos ⌫x (dotted lines). To facilitate readability of
the plot some lines were shifted vertically indicated by the
numbers giving the shifts in units of the ordinate.

simulations of the s20 progenitor model stay convection-
dominated and do not exhibit any obvious SASI activity
until the end of the simulations. Remarkably, we ob-
serve the dipole moments of the shock deformation to
reach amplitudes up to 10% of the monopole moments
(fifth panel), triggered mainly by large-scale convective
plumes in the post-shock layer. All in all, we do not
find any major di↵erences between all four 3D simula-
tions of the s9.0 progenitor model, neither between low-
and high-resolution simulations, nor between RbR+ and
FMD neutrino transport.

Figure 14 shows the co-moving frame neutrino lumi-
nosities (top panel) and mean energies (bottom panel)
for all three neutrino species at a radius of r = 400 km.
Again, the agreement between all four simulations is ex-
cellent. Shortly after shock expansion at about 300ms
p.b., both neutrino luminosities and mean energies sig-
nificantly drop due to the decline of the mass accretion
onto the neutron star. As a result of continued cooling
of the hot proto-neutron star, both neutrino luminosi-
ties and mean energies exhibit almost constant values
(decreasing only slowly with time) until the end of our
simulations.
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ther the FMD neutrino-transport scheme or the RbR+ ap-
proximation (see legend in the bottom panel). Note that �
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ably smaller di↵erences between RbR+ and FMD than
in the low-resolution cases.

In addition to the aforementioned di↵erences be-
tween simulations with RbR+ and FMD, we find
the high-resolution simulations to exhibit larger shock
radii (ca. 10 km di↵erence) between 100 ms and 220 ms
after bounce, when compared to the low-resolution
cases. Consequently, the masses in the gain layer and,
therefore, the advection timescales are larger in high-
resolution simulations, leading to higher timescale ra-
tios in these cases. These di↵erences between low- and
high-resolution simulations are caused by hydrodynamic
instabilities in the post-shock region, which are slightly
stronger and, thus, push the shock further outward in
the high-resolution simulations. This can be seen from
the third panel of Figure 6, which shows the non-radial
kinetic energies in the gain layer, Eg

kin,✓,�, as functions
of the time after bounce. We calculate Eg

kin,✓,� by the

volume integral1

Eg
kin,✓,� =

Z

Vgain

⇢

 
v2✓ + v2�

2

!
dV, (9)

with polar and azimuthal velocity components v✓ and
v�, respectively. The high-resolution simulations exhibit
a slightly earlier rise and larger values of the lateral ki-
netic energies until 200 ms p.b., after which they start
oscillating in all simulations in a similar manner as the
angle-averaged shock radii.

A possible explanation for the di↵erent behavior be-
tween low- and high-resolution simulations in these first
200 ms is provided by Fernández & Thompson (2009),
who show that higher (radial) grid resolution is benefi-
cial for the growth of SASI, and results from 3D CCSN
simulations by Fernández (2015) reveal higher kinetic
energies in the gain layer for simulations with higher
angular resolution (see Figure 7d there). In order to as-
sess the evolution of hydrodynamic instabilities in the
post-shock layer in more detail and, in particular, to
distinguish between SASI-dominated and convection-
dominated phases in our simulations, we analyze two
additional diagnostic quantities.

First, we consider the � parameter (Foglizzo et al.
2006), which provides information about the conditions
for the growth of convection in the post-shock layer. Fa-
vorable conditions arise when buoyant mass motions can
set in faster than seed perturbation get advected out of
the gain layer, i.e., when the timescale for the growth of

1 Note that Equations (8) and (9) define two di↵erent types
of lateral kinetic energies. Equation (8) (see Section 3) defines
Ekin,✓(r) for radial shells, whereas Equation (9) defines Eg

kin,✓,�
for the whole gain layer.
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proximation (see legend in the bottom panel). Note that �
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ably smaller di↵erences between RbR+ and FMD than
in the low-resolution cases.

In addition to the aforementioned di↵erences be-
tween simulations with RbR+ and FMD, we find
the high-resolution simulations to exhibit larger shock
radii (ca. 10 km di↵erence) between 100 ms and 220 ms
after bounce, when compared to the low-resolution
cases. Consequently, the masses in the gain layer and,
therefore, the advection timescales are larger in high-
resolution simulations, leading to higher timescale ra-
tios in these cases. These di↵erences between low- and
high-resolution simulations are caused by hydrodynamic
instabilities in the post-shock region, which are slightly
stronger and, thus, push the shock further outward in
the high-resolution simulations. This can be seen from
the third panel of Figure 6, which shows the non-radial
kinetic energies in the gain layer, Eg

kin,✓,�, as functions
of the time after bounce. We calculate Eg

kin,✓,� by the

volume integral1

Eg
kin,✓,� =
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with polar and azimuthal velocity components v✓ and
v�, respectively. The high-resolution simulations exhibit
a slightly earlier rise and larger values of the lateral ki-
netic energies until 200 ms p.b., after which they start
oscillating in all simulations in a similar manner as the
angle-averaged shock radii.

A possible explanation for the di↵erent behavior be-
tween low- and high-resolution simulations in these first
200 ms is provided by Fernández & Thompson (2009),
who show that higher (radial) grid resolution is benefi-
cial for the growth of SASI, and results from 3D CCSN
simulations by Fernández (2015) reveal higher kinetic
energies in the gain layer for simulations with higher
angular resolution (see Figure 7d there). In order to as-
sess the evolution of hydrodynamic instabilities in the
post-shock layer in more detail and, in particular, to
distinguish between SASI-dominated and convection-
dominated phases in our simulations, we analyze two
additional diagnostic quantities.

First, we consider the � parameter (Foglizzo et al.
2006), which provides information about the conditions
for the growth of convection in the post-shock layer. Fa-
vorable conditions arise when buoyant mass motions can
set in faster than seed perturbation get advected out of
the gain layer, i.e., when the timescale for the growth of

1 Note that Equations (8) and (9) define two di↵erent types
of lateral kinetic energies. Equation (8) (see Section 3) defines
Ekin,✓(r) for radial shells, whereas Equation (9) defines Eg

kin,✓,�
for the whole gain layer.

\wo RbR, low resolution
\wo RbR, high resolution
\w RbR, low resolution
\w RbR, high resolution

S20, 2D:

S9, 2D: S9, 3D:

S20, 3D:\w RbR

\wo RbR

☛ overall weaker oscillation amplitudes  
    in 3D than in 2D 
☛ small impact of RbR in 3D  
☛ lends credibility to existing RbR models



Summary
• NS mergers produce a variety of different outflow components with 

characteristic nucleosynthesis signature as well es EM signal 
• observed Kilonova for GW170817 is probably due to a mixture of dynamical, 

neutrino-driven, viscously driven, MHD-driven ejecta => however, safe 
identification not yet possible => better models needed 

• the sGRB jet most likely not powered by neutrino pair-annihilation  
• new method to constrain NS radius, R_NS > 10.7 km if GW170817 was a 

delayed collapse 
• neutrino oscillations might have strong impact on Ye 

• CCSNe: M1 code ALCAR compares well with Boltzmann code VERTEX 
using RbR approximation 

• RbR approximation facilitates explosions in 2D, but not in 3D 
• significant stochastic scatter of explosion times for same initial conditions  

=> need to be careful when comparing models in the literature 


